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Abstract: Publicly available labelled data sets are necessary for evaluating anomaly-based Intrusion Detection Systems (IDSs). However, existing data sets are often not up-to-date or not yet published because of privacy concerns. This paper identifies requirements for good data sets and proposes an approach for their generation. The key idea is to use a test environment and emulate realistic user behaviour with parameterised scripts on the clients. Comprehensive logging mechanisms provide additional information which may be used for a better understanding of the inner dynamics of an IDS. Finally, the proposed approach is used to generate the flow-based CIDDS-002 data set.
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Introduction
The scientific community has pursued the idea of detecting novel attacks with anomaly-based Intrusion Detection Systems (IDSs) for decades. Buczak and Guven (2016) provide an overview of that community effort. Operational systems, however, almost exclusively rely on signature-based IDSs. Sommer and Paxson (2010) identify various challenges (such as the lack of publicly available evaluation data sets, fundamental evaluation difficulties, or problems stemming from false-positives) for the use of machine learning methods in the context of anomaly-based IDSs. This work tackles one challenge of this larger task.

In particular, this work focuses on the shortage of publicly available evaluation data sets for IDSs. New anomaly-based intrusion detection methods need to be evaluated and compared with existing methods. One way of evaluating and comparing these methods is to use labelled evaluation data sets. Yet, many existing data sets are not publicly available due to privacy concerns, and available data sets are often not up to date or do not reflect necessary attack scenarios. Likewise, the use of
real network traffic for evaluation is problematic since no ground truth (labels) is available. Furthermore, malware and other attack scenarios must not be run in operational environments, as it would compromise these environments. Consequently, no malicious network traffic can be explicitly generated when capturing the network traffic of operational environments.

This work tackles the shortage of publicly available, realistic flow-based data sets which are also properly labelled by proposing an approach for their generation. First, characteristics of good data sets (for example, the presence of normal user behaviour) are defined, and a promising approach for their generation is presented. The main idea of this approach is to rebuild company networks in a test environment. Normally, test environments are isolated and are used to evaluate new software, network configurations, and security breaches. Consequently, traditional test environments do not contain typical user behaviour like writing emails or browsing the web. In order to overcome this shortcoming, the proposed approach emulates normal user behaviour by executing scripts on the clients, which follow self-defined guidelines to simulate realistic behaviour. In contrast to operational environments, it is possible to render malware and other attack scenarios in this test environment. Similar to the emulation of normal user behaviour, attack scripts generate malicious network activities on predetermined clients. Further, the approach uses external servers which are exposed to real and up-to-date threats from the Internet. Since both normal and malicious activities are executed by scripts with logging mechanisms, the captured flow-based traffic can be properly labelled. Finally, this test environment is used to create the flow-based CIDDS-002 port scan data set. For this data set, a small company (consisting of various servers and clients) is simulated in the test environment, and the generated network traffic is captured in unidirectional NetFlow format.

The main contributions of this article are the detailed description of an approach for generating reliable intrusion-detection data sets and the generation of the flow-based CIDDS-002 port scan data set.

The remainder of this article is organised as follows: available, network-based evaluation data sets and related work on traffic generators are discussed in the next section. Then, requirements for good evaluation data sets are defined, and the proposed data-generation approach is explained in more detail. Next, the CIDDS-002 port scan data set, which is generated following the outlined simulation approach, is investigated, thus underlining its feasibility. The final section provides a summary.

**Related Work**

This section provides an overview of publicly available, network-based evaluation data sets and traffic generators. Generally, intrusion detection data sets may be classified as network-based, host-based, and application-based. Since the proposed approach is network-based, the following review considers only network-based data sets.

The MIT Lincoln Laboratory’s DARPA98 and DARPA99 data sets are the best known intrusion-detection data sets. Both data sets captured network traffic from a simulated environment in packet-based format. The widely used KDD CUP 99 data set is a modified version of the DARPA98 data set. The data points of the KDD CUP 99 data set contain 41 attributes and four distinct types of attacks. However, this data set suffers from several problems, such as the huge
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number of redundant data points. To overcome these problems, Tavallaee et al. (2009) published a revised version of this data set (called NSL-KDD). Yet the mentioned data sets were created more than 15 years ago, and it is questionable whether they still reflect up-to-date scenarios of normal and malicious network traffic. The MAWI repository (Fontugne et al. 2010) provides recent, packet-based data by capturing network traffic from an Internet backbone. They use a taxonomy and combine various anomaly detectors to provide additional labels. However, the accuracy of these labels is questionable as manual supervision is missing. Recently, Beer et al. (2017) presented the NDSec-1 data set which should serve as an attack repository. This data set is available in packet- and flow-based formats. It contains almost exclusively malicious network traffic. The intention of Beer et al. (2017) is that users combine this data set with real network traffic to obtain intrusion-detection data sets.

Sperotto et al. (2009) presented one of the first flow-based data sets. The authors collected network traffic from a honeypot that offered several services and then analysed the log files to label the corresponding flow-based data. Nevertheless, since normal user behaviour is missing, most of the captured flows are malicious. CTU-13 malware (García et al. 2014) is another flow-based data set which contains normal and malicious network traffic. Overall, García et al. (2014) executed 13 different malware scenarios and labelled the data based on the source IP address of infected hosts. Recently, Moustafa and Slay (2015) published the UNSW-NB15 data set, which was created within a synthetic environment. The data set is labelled and contains normal network traffic as well as nine distinct types of attacks. However, both data sets (García et al. 2014 and Moustafa and Slay 2015) do not change after their creation and are limited in terms of the number and kind of attacks. Therefore, these data sets are called ‘static’ in the following analysis.

Besides these network-based data sets, there are several publicly available traffic generators. MACE (Sommers, Yegneswaran & Barford 2004) is a packet-based traffic generator for malicious network traffic. This framework provides a test environment for generating malicious network traffic caused by worms and other kinds of attacks. Similarly, FLAME (Brauckhoff, Wagner & May 2008) is a traffic generator that uses real network traffic as input and combines it with synthetically created malicious network traffic. The available implementation offers the inclusion of attacks such as Denial of Service (DoS) attacks. Vasilomanolakis et al. (2016) follow a similar approach. Their generator, ID2T, uses real network traffic as input data and combines it with malicious network traffic. The authors create malicious network traffic by using predefined scripts or by manipulating the input data.

Shiravi et al. (2012) present a more sophisticated approach. The authors have developed a systematic approach to generate labelled data sets for IDSs. Therefore, various profiles which describe normal user activities as well as attack scenarios are used to generate network traffic within a test environment. Otto et al. (2016) offer another approach for the generation of network traffic with normal user behaviour. The authors built a test environment where real users worked on the clients within this environment to cause normal user activities.

The proposed approach of this article does not synthetically create malicious network traffic as do Brauckhoff, Wagner, and May (2008) and Vasilomanolakis et al. (2016). Instead, it captures network traffic from a test environment with normal and malicious activities in a similar fashion as García et al. (2014) and Moustafa and Slay (2015) do. However, García et al. and Moustafa and
Slay provide static data sets while network behaviour changes over time. Similar to Shiravi et al. (2012), this work presents an approach for dynamic data-set generation. In contrast to Shiravi et al., the proposed approach also integrates external servers which are exposed to real and up-to-date threats from the Internet and comprises an extensive labelling process for providing additional information.

**Requirements of Good Data Sets**
The objective of this work is the presentation of an approach for generating good Intrusion Detection (ID) data sets. Hence, this section identifies requirements that a data set has to fulfil to be considered good.

- **Dynamic generation.** The best-known data sets (DARPA98 and DARPA99) were recorded over 15 years ago. Their fate exemplifies the major problem of static data sets. It is inevitable that a static data set will, at some point, no longer represent recent behaviour of network traffic. Hence, an approach allowing the continuous generation of new data sets reflecting current trends in user behaviour is necessary.

- **Real data.** Network-based data sets should be captured within network environments rather than simulated by models. The large number of influence factors (response times of servers, possible bottlenecks of Internet connections, and other kinds of noise) makes it difficult to simulate realistic network traffic through closed models. Also, only network traffic captured in the wild can contain potentially unknown attacks which are also needed for comprehensive evaluation. Thus, a good data set should contain captured network traffic from a real or a test environment.

- **Network topologies.** It is important to consider different deployment scenarios of an IDS. Networks of small and medium-sized companies are fundamentally different from networks of large-scale enterprises. Furthermore, business environments contain a variety of clients with different Operating Systems (OSs). While some business networks may exist that consist of Windows machines exclusively, most networks encompass at least a few Linux servers or actually a mix of Windows, Linux, Mac OS, and Android devices, each with special behaviour and each susceptible to different types of attacks. For a good data set, it is important to consider different network topologies with respect to the chosen deployment scenario of the IDS to be evaluated.

- **Normal user behaviour.** As previously mentioned, honeypot data sets consist almost exclusively of malicious network traffic. However, a good data set should also include normal user behaviour since most network traffic within a company is normal and the task of an IDS is to identify the malicious activities within the huge amount of network traffic.

- **Problem specific data.** Another requirement is the presence of anticipated attack scenarios. For example, if a port scan detection algorithm should be evaluated, the evaluation data set should primarily include scanning activities as malicious behaviour. Hence, a good data set needs to be adjusted to the main objective of the algorithm to be evaluated.
• **Labels.** Since content-related interpretation of network traffic is difficult for third parties, good data sets must be properly labelled and should provide additional information about the machines (IP addresses) within the data set. Furthermore, since many anomaly-based ID methods rely on data-mining approaches, the data sets are used for training and evaluation. Proper training of data-mining methods can only be achieved with precisely labelled data sets.

• **Public.** A data set should be able to serve as a basis for comparing different algorithms. This criterion can only be achieved by making the corresponding data set publicly available such that other researchers are able to evaluate the quality of the data set and test their algorithms on the same data set.

To summarise, a good data set should meet several requirements; namely it should
1. be recent and up-to-date,
2. contain real network traffic,
3. consider the network topologies,
4. contain normal user behaviour,
5. contain the desired attack scenarios,
6. be labelled, and
7. be publicly available.

**Data-Generation Approach**
This section presents the proposed data-generation approach in more detail. It starts with an overview and outlines the underlying ideas. Then, the generation of normal and malicious network traffic is described in more detail. Finally, labelling and anonymisation of captured flow-based data are explained.

**Overview and underlying ideas**
The objective of this work is the generation of labelled flow-based data sets which fulfil the requirements identified in the previous section. The proposed approach uses the software platform OpenStack. OpenStack allows the creation of virtual environments with virtual networks, virtual machines, and virtual network devices. Using a virtual environment as a test environment offers great advantages with regard to the generation of labelled ID data sets. First, a virtual environment offers full control over the network. For example, firewall rules can be configured to allow desired test scenarios. Such test scenarios are likely to be important for reconstructing and comprehending the increasing trend of insider attacks since attackers from inside the network do not have to overcome security mechanisms, such as firewalls (Ring et al. 2017a). Another major advantage of generating data sets within a virtual environment is the continuous generation of data sets with the opportunity of regular adjustments. This way, new attacks or new trends in user behaviour can be included easily to constantly generate current and up-to-date data sets, thus satisfying requirement 1, above. Also, new ideas for improving the quality can be easily integrated and tested. The proposed approach captures the generated network traffic at the virtual network devices in unidirectional NetFlow format (requirement 2). Generally, it would also be possible to configure OpenStack to capture the network traffic in other flow-based formats or in packet-based format. Further, different network topologies can be easily set up, thus satisfying requirement 3.
Randomised and parameterised Python scripts emulate a variety of network activities on the clients and can be adapted to specific scenarios, thus satisfying requirement 4. These scripts follow some guidelines as described in the next subsection. For generating malicious network traffic, different types of attacks can be executed within the virtual network (see requirement 5). To make the generated data even more realistic, this approach integrates external servers which are exposed to real and up-to-date threats from the Internet. Other than a honeypot, which only captures malicious network traffic, these servers are correctly used by the clients from the OpenStack environment. Consequently, normal and malicious network traffic is captured from the network cards of external servers.

**Generation of normal user behaviour**

Normal user behaviour is emulated by executing Python scripts on the clients. These scripts follow two self-defined guidelines to ensure realistic user emulation. The first guideline takes the heterogeneity of OSs into account; the second guideline focuses on realistic emulation of user behaviour. The first guideline entails using the platform-independent language Python. Consequently, the user-emulation scripts can be used to cause normal user activities on different OSs such as Windows or Linux.

Meeting the second guideline is more challenging. First of all, the scripts have to deal with typical computerised activities of employees. Employees conduct a wide range of activities as part of their daily work, such as writing emails, creating documents and presentations, browsing (personal or business-related), printing, sharing files, and so on. For emulating such activities with respect to potential different characteristics of different employees, each client has an individual configuration file. The configuration file controls user activities and their frequency for each client. Thus, different user profiles may be assigned to different clients. For transferring files and printing documents, it is important to ensure that the corresponding files vary in terms of types and sizes. Further, when sending emails, the number of attachments should change. Additionally, realistic user behaviour must be free of period repetitions. Therefore, the scripts do not periodically execute a list of predefined activities. Instead, the user scripts use randomised periodic temporal sequences for executing user activities. However, these activities should not be totally random; they should follow a probability distribution based on typical work hours. Usually, employees are not continuously performing tasks which cause network traffic. Therefore, the scripts also contain offline activities such as meetings, offline work, or coffee breaks. Further, the scripts emphasise work hours and stop activities in breaks and in the evening as well as on weekends.

Following these guidelines results in data sets with a good approximation of realistic user behaviour. Since the configuration file is modular, new restrictions and ideas may be easily integrated.

The monitoring of clients is a crucial factor to consider when generating user behaviour with scripts. Since the scripts use several packages to execute the different user activities, errors may occur during runtime. Therefore, a monitoring dashboard was developed which is illustrated in Figure 1, below.
The monitoring dashboard is divided into a left and a right area (see Figure 1). The left area gives information about the configuration file of each client, such as client name, work hours, or workdays. The right area displays information about the states and duration of activities executed by this client. If clients execute no activities for a predefined period of time, the complete row is highlighted with diagonal background lines (see client ‘dev-deb-2’ in Figure 1). If a single activity fails, the affected cell is highlighted with diagonal background lines (see ‘Browsing’ activity in Figure 1). If an activity is successfully executed after it failed in a previous attempt, the background of the cell becomes dotted (see ‘Mailing’ activity in Figure 1).

**Generation of malicious traffic**

A comprehensive ID data set consists of both normal and malicious network traffic. Therefore, the proposed approach uses three different methods for the generation of malicious network traffic. One method is that a user takes control of a virtual machine in the test environment and executes attacks manually.

The second method uses attack scripts from the CIDDS repository (Ring et al. 2017b). A flag within the client configuration file can tag a client as an attacker resulting in execution of additional attacking scripts parallel to the normal user behaviour scripts. One advantage of this method is that all attacks are automatically logged for later labelling processes. Currently, the list of attacks includes port scans, SSH Brute Force, and DoS attacks.

The third method for inclusion of malicious network traffic is the use of external servers. These external servers should be directly deployed in the Internet. As a consequence, the external servers are exposed to real and up-to-date threats from the Internet. In addition to that, these servers must offer services which are correctly used by the clients from the test environment in order to also record normal user behaviour. This approach was used for the CIDDS-001 data set (Ring et al. 2017c).

**Labelling**

Labelling the captured flow-based data is an indispensable step (see requirement 6). Therefore, the proposed approach includes an extensive labelling process. All clients log their user activities (including attacks) in a predefined format. These log files are used in a four-step labelling process. The first label attribute is called class and classifies flows into five categories: ‘normal’, ‘attacker’,.
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‘victim’, ‘suspicious’, or ‘unknown’. All flows caused by attack scripts from the CIDDS repository or by manually executed attacks are labelled as ‘attacker’ or ‘victim’. Depending on the source IP address of the flow, the flow is labelled as ‘attacker’ if the source IP address is the origin of the attack or as ‘victim’ otherwise. The second label attribute is called attackType and provides the type of attack (for example, DoS), if the label attribute class contains the value ‘attacker’ or ‘victim’. A third label attribute called attackID assigns a unique identifier to all flows that belong to the same attack. The fourth label attribute is called attackDescription and gives more information about the attack (for example, the number of established connections for a DoS attack). This labelling process allows for a more detailed analysis. Besides these labels, additional user activity files for each host provide information about the user activities that have caused the network traffic.

The labelling process for the captured network traffic within the OpenStack environment differs from network traffic captured at network cards from external servers. Network traffic captured within the OpenStack environment can easily be labelled. Since origins, targets, and timestamps of executed attacks are known, attack traffic can be easily identified and assigned with the corresponding labels (‘attacker’ or ‘victim’). The remaining traffic is labelled as ‘normal’.

Labelling network traffic of external servers is more time consuming. All clients from the OpenStack environment communicate with the same public IP address to the external servers. This traffic can be labelled as ‘normal’ traffic, since the emulated clients should not attack the external servers. Further, additional machines that are directly connected to the Internet can be used to explicitly attack the external servers, as described in Ring et al. (2017c). For these machines, IP addresses and timestamps can be logged and used to label the corresponding flow-based network traffic with ‘attacker’ or ‘victim’. However, for the remaining traffic only unequivocal labels can be assigned. Here, the following two rules should be used: (1) Network traffic to services for public users should be labelled as ‘unknown’ since it is not clear if the request is ‘normal’ or an ‘attack’. (2) All other requested services on the external servers should be labelled as ‘suspicious’ since these services are not offered for public users.

Anonymisation
For privacy reasons, all public IP addresses are anonymised according to the following approach: the IP address of the DNS server is replaced with ‘DNS’. For all other public IP addresses, the first three bytes of each IP address are replaced with a randomly generated number. The anonymisation process ensures that the same IP address is always mapped to the same generated number. This allows anonymisation of public IP addresses while preserving information about subnets. For example, possible transformations could include the following:

- 8.102.3.251 to 4711_25
- 8.102.3.233 to 4711_233
- 6.204.34.23 to 2342_23
- 201.133.175.87 to 9721_87
Generation of the CIDDS-002 Data Set
A second major contribution of this work is the generation of the CIDDS-002 port scan data set, which is analysed in more detail below. This data set will be made publicly available to the community (Ring et al. 2017d).

Testbed network architecture
For generating the CIDDS-002 port scan data set, a small company was rebuilt in the OpenStack test environment. Figure 2, below, provides an overview of the network architecture.

![Network Architecture Diagram](image)

**Figure 2:** Testbed network architecture for the generation of the CIDDS-002 port scan data set

The network architecture of the emulated company includes four servers, two printers, and 23 clients. As can be seen in Figure 2, the emulated business environment contains three subnets reflecting organisational structure. The ‘Server’ subnet (192.168.100.0/24) contains the internal servers (file, email, web, and backup) while the other two subnets (‘Developer’ and ‘Office’) represent the departments of the company. The ‘Developer’ subnet (192.168.220.0/24) includes eleven Linux clients and one printer. The ‘Office’ subnet (192.168.210.0/24) consists of four Windows clients, eight Linux clients, and one printer. Port scans are executed by a client from the
‘Developer’ subnet. In contrast to the CIDDS-001 data set (Ring et al. 2017c), this setup does not include external servers that are directly deployed in the Internet, since the goal is the creation of a data set consisting exclusively of normal user behaviour and port scans.

**Analysis of the captured data**

The above described testbed network architecture was used to capture two weeks of network traffic in unidirectional NetFlow format. **Table 1**, below, provides an overview regarding the labels of the captured flows.

<table>
<thead>
<tr>
<th></th>
<th>Week 1</th>
<th>Week 2</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of flows</td>
<td>8,185,992</td>
<td>7,975,191</td>
<td>16,161,183</td>
</tr>
<tr>
<td>Subset of normal flows</td>
<td>7,919,622</td>
<td>7,678,921</td>
<td>15,598,543</td>
</tr>
<tr>
<td>Subset of attacker flows</td>
<td>162,688</td>
<td>189,065</td>
<td>351,753</td>
</tr>
<tr>
<td>Subset of victim flows</td>
<td>103,682</td>
<td>107,205</td>
<td>210,887</td>
</tr>
</tbody>
</table>

**Table 1**: Overview of the captured flows within the CIDDS-002 data set

The resulting data set consists of two parts: ‘Week1’ and ‘Week2’. **Table 1** shows the number of flows and their ‘class’ label distribution. About 16 million flows were captured, from which around 15.6 million flows were normal with only a small portion of flows being labelled as ‘attacker’ or ‘victim’. Further, both weeks contain a similar number of flows. **Table 2**, below, shows the number of the executed port scans within the CIDDS-002 scan data set.

The Nmap tool was used to perform all port scans within the CIDDS-002 data set. **Table 2** shows that 20 port scans were executed in ‘Week1’ and 23 port scans in ‘Week2’. Further, the CIDDS-002 data set contains five different types of port scans: SYN Scans, ACK Scans, UDP Scans, FIN Scans, and Ping Scans. The parameter ‘T’ (see **Table 2**) controls the timing of the port scan. Generally, higher values of ‘T’ indicate faster port scans. For example, a port scan with parameter T=0 sends a probe packet every five minutes whereas a port scan with parameter T=1 sends a probe packet every 15 seconds (Lyon 2008).
### Table 2: Number of executed port scans within CIDDS-002 data set

<table>
<thead>
<tr>
<th>Type of Scan</th>
<th>Week1</th>
<th>Week2</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>SYN Scan -T1</td>
<td>2</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>SYN Scan -T2</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>SYN Scan -T3</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>ACK Scan -T1</td>
<td>2</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>ACK Scan -T2</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>ACK Scan -T3</td>
<td>2</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>UDP Scan -T0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>UDP Scan -T1</td>
<td>2</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>UDP Scan -T2</td>
<td>2</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>UDP Scan -T3</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>FIN Scan -T1</td>
<td>0</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>FIN Scan -T2</td>
<td>2</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>FIN Scan -T3</td>
<td>3</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>Ping Scan -T1</td>
<td>0</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Ping Scan -T2</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td><strong>Sum</strong></td>
<td><strong>20</strong></td>
<td><strong>23</strong></td>
<td><strong>43</strong></td>
</tr>
</tbody>
</table>

Note: The first column indicates the different types of executed port scans. The parameter ‘T’ controls the timing of the port scan.

**Figure 3,** below, illustrates the temporal sequence of captured flow-based network traffic. Each line represents a week of network traffic, while the y axis indicates the number of flows per hour. Typical work hours can be easily recognised in **Figure 3.** Work days, such as Mondays, exhibit an increase of flows around 06:00 when the first employees start their work. Then, the number of flows decreases slightly at lunch time (around 12:00) and rises again one hour later. Between 16:00 and 19:00, when most employees leave work, the volume of network flows decreases. Further, typical work days (Monday to Friday) exhibit a greater number of network flows than on Saturdays and Sundays. The nightly backup of the servers causes only a small number of flows which is not recognisable in **Figure 3.** During non-work hours, an equal distribution of flows can be observed, which is primarily caused by the clients’ integrated network drives and other default requests. The higher volume of flows in the night from Monday to Tuesday in ‘Week1’ is caused by port scans and browsing activities from a client. Besides that, a power failure was simulated in the test environment such that there are no flows available from Friday 03:52 to Friday 09:08 for ‘Week1’.
Summary and Future Work

New anomaly-based ID methods have to be evaluated and compared against existing methods. For this task, the use of labelled data sets is a good approach. Existing data sets were analysed and several requirements of good data sets were identified. The main contribution of this work is the presentation of a novel approach for generating data sets which considers the identified requirements. The proposed approach was implemented in OpenStack, a software platform used to create virtual environments, which offers advantages compared to static data sets by easily generating new data sets. The main benefit of this approach is its ability to generate realistic data sets containing both normal and malicious traffic in a proper proportion that are flexible enough to be adapted easily to changing user behaviour and new types of attacks.

This approach was used to create the CIDDS-002 port scan data set. In particular, a small company was emulated with typical servers and several clients. Python scripts were used to emulate typical user activities on the clients. These scripts follow some self-defined guidelines to ensure high qualitative simulation of the user behaviour. For generation of malicious network traffic, one client used the tool Nmap to execute several port scans. The network traffic was captured in unidirectional NetFlow format and the flows were labelled during a four-stage labelling process. While the approach was only used to create a flow-based data set in this work, it is general enough to create packet-based or even host-based data sets as well.

In the future, additional services, such as repository servers and more sophisticated attack scenarios, should be integrated into this approach. Further, the quality of normal user behaviour should be improved by analysing distributions of real network traffic for even more realistic parameterisation of the user emulation scripts.
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